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Loop-erased random walks = complex 
    -theory at             . �4 N = �1

Random walk with one intersection

2

independent of g. This fact is well known perturbatively [? ?
? ? ]. A non-perturbative derivation is given below, by map-
ping onto complex fermions. Eq. (2) is the Laplace transform
of the k-dependent Green function for a random walk (RW),
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Here t � ` is the time of the RW used to construct the LERW
of length `, which scales as ` ⇠ tz/2 ⇠ m�z , and z is the
fractal dimension of LERW. Let us convene that we draw the
trajectory of a random walk in blue, and when it hits itself

we do not erase the emerging loop, but color it in red. We
claim that we can reconstruct these colored trajectories from
�4 theory. To this aim, we first reformulate the theory (1) in
terms of N = n/2 complex bosons � and �
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Consider a specific path with s intersections in the path-
integral representation. We start with s = 1:
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The first line is a drawing of a LERW starting at x, ending in
z, and passing through the segments numbered 1 to 3. Due
to the crossing at y, the loop labeled 2 is erased; we draw it
in red. The second lines gives all diagrams up to order gs.
The first term is the free-theory result, proportional to g0. The
second term ⇠ g cancels the first term, if one puts g ! 1. The
third term is proportional to N , due to the loop, indicated in
red. Setting N ! �1 compensates for the subtracted second
term. Thus setting g ! 1 and N ! �1, the probability to
go from x to z remains unchanged as compared to the free
theory. This is a necessary condition to be satisfied. Since
the first two terms cancel, what remains is the last diagram,
corresponding to the drawing for the trajectory of the LERW
we started with.

Let us consider how this continues for s = 2 intersections.
Once a first loop has been formed, there are two possibilities:
The walk can either hit a blue or a red part of his own trace.
Let us first assume it hits a blue part. Then a second loop is
formed, and the mapping at g = 1, and N = �1 reads
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This is a result of multiple cancelations, which we can ana-
lyze vertex by vertex. The tricky part is what happens at point
y: We can either not use any interaction, use the interaction
following the lines of the original walk, or reconnect the lines
of the walk to form a loop. Herer we used cancelation of the
first two terms, retaining the last one, which resulted in the
given drawing. Note that the drawn red trace has the statis-
tics of Brownian motion, as the two possible interaction terms
mutually cancel.

The other possibility is to hit a red part of the trace, say at

point y
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Here nothing should happen, since the walk does not see the
erased part of its trace. The appropriate cancelation is between
“no interaction” and “reconnecting”, since the latter would re-
sult in the erased loop appearing again in blue in perturbation
theory. Thus also in this case we map onto the appropriate di-
agram of �4-theory. Continuing these arguments inductively
allows us to prove this for any number of intersections s.

We have thus established a one-to-one correspondence be-
tween traces of LERWs and diagrams in perturbation theory.
We still need an observable which is 1 when inserted into a
blue part of the trace, and 0 within a red part. This can be
achieved by modifying the probability to diffuse from x to z,
given by the expectation of �⇤

1(x)�1(z), to

O(x, y, z) := �

⇤
1(x)�1(z) [�

⇤
1(y)�1(y)� �

⇤
2(y)�2(y)] .

(7)
The second factor checks whether point y is part of the blue

trace, as it vanishes in a red loop. An alternative representa-
tion (in the literature [? ? ? ] associated to the operator which
gives the crossover exponent) is
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The fractal dimension z of LERW is extracted from the length
of the walk after erasure (blue part)
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N = �1 : subtracted configuration put back in red

Operator which “detects” blue :  

O = �⇤
1�1 � �⇤

2�2

choose to subtract first term    (as for SAP)
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Field Theory for Charge Density Waves (CDW)
• semi-conductor devices may have an instability for a periodic modulation of the
charge density �! CDW
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Charge Density Waves (CDW)           -theory at N=-1�4

As a consequence, a system of Nb bosons and Nf fermions with the interaction (16) has partition
function
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More generally, the correlations h�1(y)�
⇤
1(x)i in complex N -component �4 theory can be cal-

culated from a theory with Nb bosons and Nf fermions, where N = Nb � Nf . For Nb = 0,
Nf = 1 one gets N = �1, and the interaction is [~ ⇤

(x)~ (x)]2. It vanishes due to the squares of
Grassmann variables: This theory of complex fermions,
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is a free theory. It provides a non-perturbative proof that correlation functions of complex �4-
theory at N = �1 (n = �2 real fields) are equivalent to those of the free theory. In d = 2 this
is also known from lattice models [14]. However, it does not yield the renormalization of the
coupling g at N = �1. To obtain the latter, one has to study Nf 6= 1, and take the limit of Nf ! 1

at the end. Or one uses one family of complex bosons Nb = 1 and two families of complex
fermions Nf = 2, a formulation onto which we will map CDWs at depinning later.

Finally, care has to be taken in identifying observables in both theories: While the 2-point
functions of bosonic fields are symmetric under their exchange, those of the fermionic theory are
antisymmetric. As a consequence h�1�1i 6= 0, whereas h 1 1i = 0.

4. Equivalence between �4
-theory at N = �1 and CDWs at depinning

Charge-density waves are ground states of solids, where the charge density is varying spatially,
with a period set to 1. Coupling these elastic objects to quenched disorder leads after averaging
over disorder to the dynamic field theory [42, 43, 20, 21, 22, 44]
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The function �(u) is an even function with period 1. Its renormalization can be studied using
functional RG (FRG) [20, 22, 21, 23, 24, 25, 26, 27]. The analysis of the FRG flow for the
function �(u) shows that the fixed point has the form

�(u) = �(0)� g

2

u(1� u) . (20)

In the absence of higher-order terms in u, the RG flow closes in the space of polynomials of degree
2, and for the quadratic term one is left with the renormalization of a single coupling constant g.
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FRG fixed point function for CDWs at depinning
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Action at depinning 

Keep only leading term ~ g u2/2
Thus, as long as one is not interested in 2-point correlation functions, or avalanches, the fixed-point
function can be replaced by �(u) ! g

2u
2 , which generates the simpler field theory,
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Let us define a further variant which retains from �
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�
only the term u(x, t)u(x, t0),
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Perturbation expansion in this theory looks exactly like the one in Eq. (4), with a different propa-
gator to be compared with Eq. (3),

R(k, t) := hũ(k, 0)u(�k, t)i = ⇥(t) e�t(k2+m

2) . (23)

In this theory closed loops have weight zero, as they are acausal in Itô discretization. If one can
integrate freely over all times, diagrams in the dynamic theory reduce to those in the complex
scalar theory. Thus the theory defined by Eq. (22) can be mapped onto the action (4) with n =

N = 0, i.e. a self-avoiding walk. This is well-known due to de Gennes [1].
We now show that the action (21) has the same effective coupling as the action (4) at N = �1.

We first remark that the renormalized coupling is extracted from diagrams with times on which
they depend taken far apart. An example is given by the first diagram in Eq. (24) below. To show
the equivalence, we start by drawing all diagrams present in the SAW-theory (22), complementing
them by the missing diagrams originating from the additional vertices of (21) as compared to (22).
These missing diagrams, a.k.a. children, can be generated from the diagrams for SAWs by moving
one arrow from one side of the vertex into which it enters to the other side,

�! � . (24)

We then extract contributions to the effective coupling; this is cleverly done by remarking that (i)
the form of the effective interaction is proportional to the second line of Eq. (21), and (ii) it is
extracted by retaining only terms of the form present in Eq. (22). This implies that the second
diagram in Eq. (24) does not contribute. Indeed it comes with two other ones,
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2
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After time-integration, the two fields at the left-most vertex cancel, thus the above sum vanishes.
The next diagram

(26)

has two children,

� � ! 0 . (27)
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difference  
between  
2 copies

vanish. The same argument can be done by moving the time derivative to the field ũ. These op-
erations restrict the class of diagrams. Graphically, inserting

R
x,t

ũ(x, t)u̇(x, t) corresponds again
to inserting a point into diagrams correcting expectations of ũ(x, t)u(x0, t0). The final step of the
proof is to realize that this is equivalent to insertions of the crossover operator �1(y)�

⇤
2(y) in the

theory (4).
Finally note that the absence of a renormalization of �r2

+m2 in Eqs. (19) and (21) implied
by the statistical tilt symmetry is equivalent to the absence of a renormalization of the theory (18).

5. A non-perturbative proof for the equivalance of �4
-theory at N = �1 and CDWs
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The integral over ũ
a

ensures that u
a

is at a minimum. ¯ 
a

and  
a

are fermionic degrees of freedom
(Grassmann variables), which compensate for the functional determinant appearing in the integra-
tion over u, yielding a partition function Z = 1. Averaging over disorder gives an effective action
[47]
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The function �(u) is the same as in Eq. (19). Note that we allow for an arbitrary number of
replicas r. In the work [45] the focus was on r = 1, which does not allow to extract the second
cumulant of the disorder, i.e. its correlations. To do the latter, one needs at least r = 2 copies, to
which we specify now. We introduce center-of-mass coordinates,

u1(x) = u(x) +
1

2
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ũ(x)� ˜�(x) . (35)
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Redo with Supersymmetry

The action (33) can then be written as
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As in the derivation of the action (21) replacing �(u) ! g
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2, the action (36) takes the form
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Note that only ũ(x), but not the center-of-mass position u(x) appear in the interaction. While u(x)
may have non-trivial expectations, it does not contribute to the renormalization of g, and the latter
can be obtained by dropping the third line of Eq. (37). What remains is a �4-type theory as in
Eq. (17), with one complex boson, and two complex fermions. It can equivalently be viewed as
complex �4-theory at N = �1, or real �4-theory at n = �2.

What is yet missing is information about the exponent z. One can use the operator O defined in
Eqs. (8) or (9), replacing �

i

by  
i

, and �

⇤
i

by ¯ 
i

. Another possibility is to introduce time, adding
a time argument to all fields, and replacing �r2

+ m2 by @
t

� r2
+ m2. The interaction part,

i.e. the last line of Eq. (37), then becomes bilocal in time, i.e. the time integral appears inside the
square bracket. The tricky part is to ensure that time-integrated vacuum bubbles retain their static
expectations. This can be done by specifying an initial condition, once again adding the action
(37) where all fields are evaluated at some initial time t0. This implies that
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The �-functions are to be understood s.t.
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We explicitly checked to 3-loop order that terms proportional to @
t

receive the same renormaliza-
tion as at depinning. Furthermore we can analyze the renormalization of ˜�(x, t)@

t

�(x, t) as an
insertion. Contributing diagrams carry two external fields, one ˜�, and one �. Passing the time
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multiplet out of 2 fermions + 1 boson = -1 boson



Numerical values for fractal dimension z
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with one complex boson, and two complex fermions. It can
equivalently be viewed as complex �4-theory at N = �1, or
real �4-theory at n = �2.

What is yet missing is information about the exponent z.
One can use the operator O defined in Eqs. (8) or (9), replac-
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i

by  
i
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⇤
i

by ¯ 
i

. Another possibility is to intro-
duce time, adding a time argument to all fields, and replacing
�r2

+ m2 by @
t

� r2
+ m2. The interaction part, i.e. the

last line of Eq. (35), then becomes bilocal in time, i.e. the time
integral appears inside the square bracket. The tricky part is to
ensure that time-integrated vacuum bubbles retain their static
expectations. This can be done by specifying an initial con-
dition, once again adding the action (35) where all fields are
evaluated at some initial time t0. This implies that
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�
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The �-functions are to be understood s.t.
Z

t

R(k1, t, t)...R(k
n
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)...(k2

n

+m2
)

.

(37)
We explicitly checked to 3-loop order that terms propor-
tional to @

t

receive the same renormalization as at depin-
ning. Furthermore we can analyze the renormalization of
˜�(x, t)@

t

�(x, t) as an insertion. Contributing diagrams carry
two external fields, one ˜�, and one �. Passing the time deriva-
tive @

t

�(x, t) of the insertion to this external field, what re-
mains is the insertion of a single point in the line connecting
the external fields ˜� and �, but no contribution from insertions
into loops. After integration over times, this is equivalent to
the insertion of O defined above in Eqs. (8) or (9).

VI. FRACTAL DIMENSION OF LERWS AT 5-LOOP
ORDER

We generated all diagrams entering into O(x, y, z) at 5-
loop order, and into the renormalization of the coupling con-
stant at 4-loop order, supplemented by the diagrams of [33] at

5-loop order. At 3-loop order we obtain the fractal dimension
z of LERWs using the massive diagrams of Ref. [27]. To 4-
and 5-loop order, we use diagrams in a massless minimal sub-
traction scheme obtained in [32, 33]. The result reproduces
at 4-loop order the one given for the crossover exponent in
Ref. [37], setting there n = �2. This yields for the fractal
dimension z of LERWs in dimension d = 4� ", equivalent to
the dynamical exponent of CDWs at depinning:
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Here ⇣ is the Riemann ⇣ function. Using Borel resummation
and z = 5/4 in d = 2 [11, 12] to estimate the location of the
branch cut yields

z(d = 3) = 1.624± 0.002 . (39)

This can be compared to the most precise numerical simula-
tions to date by David Wilson [10],

z(d = 3) = 1.62400± 0.00005 . (40)

VII. SUMMARY AND PERSPECTIVES

We presented evidence that both �4 theory with O(n)-
symmetry at n = �2, as well as the field theory for CDWs at
depinning describe loop-erased random walks. We sketched a
proof of this equivalence, based on a diagrammatic expansion,
and gave an algebraic proof for the latter. All claims were
explicitly checked to 4-loop order. This equivalence gives a
strong support for the Narayan-Middleton conjecture [16] that
CDWs pinned by disorder can be mapped onto the Abelian
sandpile model, and thus for the conjecture of [15]. Remark-
ably, while CDWs at depinning map onto Abelian sandpiles,
disordered elastic interfaces at depinning map onto Manna
sandpiles [45, 46]. Thus each main universality class at de-
pinning corresponds to a specific sandpile model.

The result is surprising, since a simple �4-type theory con-
tains all necessary information to obtain the FRG fixed point
of CDWs, a disordered system. It does not directly yield the
renormalized 2-point function, or the physics of avalanches.
As sketched on Fig. 2, our understanding is that the differ-
ent field theories are not equivalent, but when restricted to the
same physical sector make the same predictions. This opens a
path to eventually tackle other systems which necessitate FRG
via a simpler scalar field theory.

Finally, the mapping of �4-theory at n = �2 onto LERWs
was done at a microscopic coupling g = 1. Changing the
latter to p < 1 can be interpreted as a random walk where
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The curve detecting operator         

Field Theory for Charge Density Waves (CDW)
• semi-conductor devices may have an instability for a periodic modulation of the
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self-avoiding polymers
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Log-CFT for self-avoiding polymers
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FIG. 10. Left: Numerical estimation of the exponent df as a function of n, for d = 3. The fit is a guide to the eye. Note that Eq. (18) was used.
Replacing ⌘c by ⌘O will not work!!! Right: ibid for �c. The black dots are experimental values, and values from high-temperature expansion.
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VII. LOGARITHMIC OPERATORS FOR SELF-AVOIDING POLYMERS

Following Cardy [10], (see [11] for an extended review), we introduce the energy density, which transforms as a singlet under
O(n),

E
i

:= �2
i

, E :=
1

n

nX

i=1

�2
i

. (27)

Contrary to [10] we divided by n to have better notations. These are the conventions implicit in [11]. Further consider the
traceless vector

Ẽ
i

:= �2
i

� 1

n

nX

j=1

�2
j

⌘ E
i

� E . (28)

One can even define a tensor operator sitting in the same multiplet

Ẽ
ij

:= �
i

�
j

� 1

n
�
ij

nX

k=1

�2
k

. (29)

In our notations,

xE(n) = dim
µ

(E) = 2 + �
�

2 � ⌘ (30)

xẼ(n) = dim
µ

(Ẽ) = 2 + �
��

� ⌘ (31)
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Define in the O(n) model

They have dimension
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Then

hE(r)E(0)i = 1

n

h
hE1(r)E1(0)i+ (n� 1) hE1(r)E2(0)i

i
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n
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Ã(n)r�2xẼ(n) (33)

Since the expressions in the square brackets become identical in the limit of n ! 0,

A(0) = Ã(0) , xE(0) = xẼ(0) . (34)

Consider

hE(r)E(0)i+
D
Ẽ
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Graphically, denoting by a colored circle a self-avoiding polymer, the l.h.s. can be written as

hE1(x)E2(y)i
hE1(x)E1(y)i � hE1(x)E2(y)i =

1

2

x y

x y

. (41)

This implies

x y

x y

= const. + 4 ln(|x� y|)
⇣
x0
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Correlation functions

Since for            both operators are identical,                     . Define

Field Theory for Charge Density Waves (CDW)
• semi-conductor devices may have an instability for a periodic modulation of the
charge density �! CDW

H [u] :=
Z

x

1

2

[—u(x)]2+
m2

2

[u(x)�w]2+V
�
x,(u(x)

�

• disorder force correlator

∂uV (x,u)∂u0V (x0,u0) = d

d(x� x0)D(u�u0)

• renormalizes under RG

�md

dm
D(u) = (e �2z )D(u)+z uD0(u)�∂

2

u


1

2

D(u)2�D(u)D(0)
�

CDW: z = 0 and periodic fixed point D(u), which is piecewise

D(u) = D(0)� g
2

u(1�u)

Cusp:

|D0(0+)|= m4L�d

⌦
S2

↵

2hSi

n ! 0

31

12

with error bars
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The logarithmic pair:
Following the notation of Cardy [11], we define with (Cardy$us) � $ E , �̃ $ Ẽ
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$ Ẽ
ij

(any component works), in the limit
of n ! 0,
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⌘ Ã(0)

⇣
x0
E(0)� x0
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Ẽ(0)� x0

E(0)
⌘
= � 4

⇡
= �1.27324...

The logarithmic pair:
Following the notation of Cardy [11], we define with (Cardy$us) � $ E , ˜� $ ˜E

i

$ ˜E
ij

(any component works), in the
limit of n ! 0,

C := lim

n!0
[xE(n)� xẼ(n)]E ⌘ lim

n!0
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VIII. d = 2 FROM CFT

In [12], we show that We have for the fractal dimension of
the propagator line

df = 2� 2h1,0 = 1 +

⇡

2

�
arccos

�
n

2

�
+ ⇡

� . (60)

For ⌫, i.e. the inverse fractal dimension of all lines, i.e. propa-
gator plus loops, we get
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IX. THINGS TO CHECK

In d = 2 the theory becomes massive for |n| > 2. This
should be visible in the exponents. In Mikhail’s extrapolations
the error bars in d = 3 become big...

In d = 4� ✏, the theory seems to become massive for n 
�4. NO!!! the series becomes convergent, or at least better
convergent.

More references: resummation [13] claim that

"bc = �n+ 8
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X. REMARKS ON LARGE-ORDER BEHAVIOR AS A
FUNCTION OF n

A. Toy Integral

Consider

I
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(g) :=
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n~x

(2⇡)n/2
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4 (~x

2)2 (63)
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i

x
j

i = �
ij

, the perturbative expansion is
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(64)
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=
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...
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� . (65)

Proof: The order of the polynomial and its leading order n2k

are fixed by the dominant contributions at large n, i.e. n2k.
Performing the calculation at n even with �n/2 families of
complex fermions, at order k, one needs at least 2k + 1 fam-
ilies of complex fermions in order for the expectation not to
vanish. Thus a

k

vanishes with a factor of (n + 2i) for all
i < 2k, completing the proof.

The Borel transform of I
N

(g) is
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Thus
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(g) =

Z 1

0
dt e�gt IB

N

(g) =
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(4g)
n
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,
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,
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◆
.

(67)
U is the hypergeometric U -function. One can e.g. evaluate it
for g = 1/4, which leads to convergence for large n > 0, but
which has zeros for n < 0, roughly distanced by 5, with larger
and larger amplitudes. It is better to put g ! 1/(4|n|), then

I
n
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(68)

is well-behaved for large n. We can also look at

I
n
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4n2

◆
(69)
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Ẽ
i

(r)Ẽ
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Ẽ
i

(r)Ẽ
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A(0)

+ 2 ln(r)
⇣
x0
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Prediction in d=2 from CFT
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[xE(n)� xẼ(n)] ˜E (45)

D := lim

n!0
E � ˜E (46)

This implies

hD(0)D(r)i = lim

n!0

1

n

h
A(n)r�2xE(n) � ˜A(n)r�2xẼ(n)
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= �1.27324...

The logarithmic pair:
Following the notation of Cardy [11], we define with (Cardy$us) � $ E , ˜� $ ˜E

i

$ ˜E
ij

(any component works), in the
limit of n ! 0,

C := lim

n!0
[xE(n)� xẼ(n)]E ⌘ lim

n!0
[xE(n)� xẼ(n)] ˜E (46)

D := lim

n!0
E � ˜E (47)

This implies

hD(0)D(r)i = lim

n!0

1

n

h
A(n)r�2xE(n) � ˜A(n)r�2xẼ(n)

i
= ��2↵ ln(r) + const

r2x(0)
(48)

hC(0)D(r)i = lim

n!0
[xE(n)� xẼ(n)]

D
E(0)[E(r)� ˜E(0)]

E
=

↵

r2x(0)
(49)

hC(0)C(r)i = lim

n!0
[xE(n)� xẼ(n)]

2 hE(0)E(r)i = 0 . (50)

↵ = A(0)

⇣
x0
E(0)� x0

Ẽ(0)
⌘
⌘ ˜A(0)

⇣
x0
E(0)� x0

Ẽ(0)
⌘
. (51)



Conclusions

O(n) model at n=-2 : loop-erased random walks

… more interesting physics hiding there …


